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Figure 4: The average impact of tokens on BiLSTM vectors trained with dependency parser with respect to the
surface distance and the structural (gold-standard) relation between them.

tation x; from the sentence. If the derivative of T
with respect to x; is high then the word x; has a
high influence on the vector. We compute the [3-
norm of the gradient of x with respect to z; and
normalize it by the sum of norms of all the words
from the sentence calling this measure impact
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For every sentence from the development set
and every vector z; we calculate the impact of
every representation x; from the sentence on the
vector z;. We bucket those impact values accord-
ing to the distance between the representation and
the word. We then use the gold-standard trees to
divide every bucket into five groups: correct heads
of x;, children (i.e., dependents) of x;, grandpar-
ents (i.e., heads of heads), siblings, and other.

Figure 4 shows the average impact of tokens
at particular positions. Similarly as shown by
Gaddy et al. (2018) even words 15 and more posi-
tions away have a non-zero effect on the BILSTM
vector. Interestingly, the impact of words which
we know to be structurally close to x; is higher.
For example, for the transition-based parser (Fig-
ure 4a) at positions 5 an average impact is lower
than 2.5%, children and siblings of x; have a
slightly higher impact, and the heads and grand-
parents around 5%. For the graph-based parser
(Figure 4b) the picture is similar with two notice-
able differences. The impact of heads is much
stronger for words 10 and more positions apart.
But it is smaller than in the case of transition-based
parser when the heads are next to z;.
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We conclude that the BiLSTMs are indeed in-
fluenced by the distance, but when trained with a
dependency parser they also capture a significant
amount of non-trivial syntactic relations.

5.2 Structure and Information Flow

Now that we know that the representations encode
structural information we ask how this information
influences the decisions of the parser.

First, we investigate how much structural infor-
mation flows into the final layer of the network.
When we look back at the architecture in Fig-
ure 1 we see that when the final MLP scores pos-
sible transitions or arcs it uses only feature vec-
tors {sg, 51, by} or {Hh&, ﬁdg} But thanks to the
BiLSTMs the vectors encode information about
other words from the sentence. We examine from
which words the signal is the strongest when the
parser makes the final decision.

We extend the definition of impact to capture
how a specific word representation x; influences
the final MLP score sc (we calculate the derivative
of sc with respect to x;). We parse every develop-
ment sentence. For every predicted transition/arc
we calculate how much its score sc was affected
by every word from the sentence. We group im-
pacts of words depending on their positions.

Transition-based parser. For the transition-
based parser we group tokens according to their
positions in the configuration. For example, for
the decision in Figure la impact(sc, 1) would be
grouped as s and impact(sc, j) as sog.

In Figure 5a we plot the 15 positions with the
highest impact and the number of configurations
they appear in (gray bars). As expected, sg, s1, and
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(a) Transition-based parser (TBMIN); positions depend on the

configuration; .- marks left children that are not the leftmost,
g marks right children that are not the rightmost.

h d ¢ dig s hzydss g hgzds

(b) Graph-based parser (GBMIN); positions are:
heads (h), dependents (d), children of d (c), siblings
(s), grandparents (g), h,dp; tokens at distance =+
from h or d which are none of h, d, c, s, or g.

Figure 5: Positions with the highest impact on the MLP scores (blue crosses) and their frequency (gray bars).

bo have the highest influence on the decision of the
parser. The next two positions are s1g and Sgf.
Interestingly, those are the same positions which
used as features caused the biggest gains in perfor-
mance for the models which did not use BILSTMs
(see Figure 3a). They are much less frequent than
b1 but when they are present the model is strongly
influenced by them. After b; we can notice posi-
tions which are not part of the manually designed
extended feature set of TBEXT, such as sz (left
children of s that are not the leftmost).

Graph-based parser. For the graph-based
parser we group tokens according to their position
in the full predicted tree. We then bucket the
impacts into: heads (h), dependents (d), children
(i.e., dependents of dependents) (c), siblings (s),
and grandparents (i.e., heads of heads) (g). Words
which do not fall into any of those categories
are grouped according to their surface distance
from heads and dependents. For example, h5
are tokens two positions away from the head
which do not act as dependent, child, sibling, or
grandparent.

Figure 5b presents 10 positions with the high-
est impact and the number of arcs for which they
are present (gray bars). As expected, heads and
dependents have the highest impact on the scores
of arcs, much higher than any of the other tokens.
Interestingly, among the next three bins with the
highest impact are children and siblings. Children
are less frequent than structurally unrelated tokens
at distance 1 (hg7, d77), and much less frequent
than h1 or d15 but they influence the final scores
more. The interesting case is siblings — they not
only have a strong average impact but they are also
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very frequent, suggesting that they are very impor-
tant for the parsing accuracy.

The results above show that the implicit struc-
tural context is not only present in the models, but
also more diverse than when incorporated through
conventional explicit structural features.

5.3 Structure and Performance

Finally, we investigate if the implicit structural
context is important for the performance of the
parsers. To do so, we take tokens at structural po-
sitions with the highest impact and train new ab-
lated models in which the information about those
tokens is dropped from the BiLSTM layer. For
example, while training an ablated model without
sor, for every configuration we re-calculate all the
BiLSTM vectors as if sgz, was not in the sentence.
When there is more than one token at a specific
position, for example s, or ¢ (i.e., children of the
dependent), we pick a random one to drop. That
way every ablated model looses information about
at most one word.

We note that several factors can be responsi-
ble for drops in performance of the ablated mod-
els. For example, the proposed augmentation dis-
torts distance between tokens which might have
an adverse impact on the trained representations.
Therefore, in the following comparative analysis
we interpret the obtained drops as an approxima-
tion of how much particular tokens influence the
performance of the models.

Transition-based parser. Figure 6a presents the
drops in the parsing performance for the ab-
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Figure 6: The performance drops when tokens at particular positions are removed from the BiLSTM encoding.
The red line marks average LAS of uninterrupted model. Feature sets of both models are highlighted in green.

lated models.® First of all, removing the vectors

S e

{s0, s1, bo} (marked in green on the plot) only
from the BiLSTM layer (although they are still
used as features) causes visible drops in perfor-
mance. One explanation might be that when the
vector s is recalculated without knowledge of s;
the model loses information about the distance be-
tween them. Secondly, we can notice that other
drops depend on both the impact and frequency
of positions. The biggest declines are visible af-
ter removing so;, and sjp — precisely the posi-
tions which we found to have the highest impact
on the parsing decisions. Interestingly, the posi-
tions which were not a part of the TBEXT feature
set, such as s, or s,z, although not frequent are
important for the performance.

Graph-based parser. Corresponding results for
the graph-based parser are presented in Figure 6b
(we use gold-standard trees as the source of infor-
mation about structural relations between tokens).
The biggest drop can be observed for ablated mod-
els without siblings. Clearly, information coming
from those tokens implicitly into MLP is very im-
portant for the final parsing accuracy. The next
two biggest drops are caused by lack of children
and grandparents. As we showed in Figure 5b
children, although less frequent, have a stronger
impact on the decision of the parser. But dropping
grandparents also significantly harms the models.

We conclude that information about partial sub-
trees is not only present when the parser makes

°It is worth noting that not all of the models suffer from
the ablation. For example, dropping vectors sar causes al-
most no harm. This suggests that re-calculating the represen-
tations multiple times does not have a strong negative effect
on training.
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final decisions but also strongly influences those
decisions. Additionally, the deteriorated accuracy
of the ablated models shows that the implicit struc-
tural context can not be easily compensated for.

6 Related Work

Feature extraction. Kiperwasser and Goldberg
(2016) and Cross and Huang (2016) first applied
BiLSTMs to extract features for transition-based
dependency parsers. The authors demonstrated
that an architecture using only a few positional
features (four for the arc-hybrid system and three
for arc-standard) is sufficient to achieve state-of-
the-art performance. Shi et al. (2017) showed that
this number can be further reduced to two fea-
tures for arc-hybrid and arc-eager systems. De-
creasing the size of the feature set not only al-
lows for construction of lighter and faster neu-
ral networks (Wang and Chang, 2016; Vilares
and Gémez-Rodriguez, 2018) but also enables the
use of exact search algorithms for several projec-
tive (Shi et al., 2017) and non-projective (Goémez-
Rodriguez et al., 2018) transition systems. A sim-
ilar trend can be observed for graph-based de-
pendency parsers. State-of-the-art models (Kiper-
wasser and Goldberg, 2016; Dozat and Manning,
2016) typically use only two features of heads
and dependents, possibly also incorporating their
distance (Wang and Chang, 2016). Moreover,
Wang and Chang (2016) show that arc-factored
BiLSTM-based parsers can compete with conven-
tional higher-order models in terms of accuracy.
None of the above mentioned efforts address the
question how dependency parsers are able to com-
pensate for the lack of structural features. The
very recent work by de Lhoneux et al. (2019)
looked into this issue from a different perspec-



tive than ours — composition. They showed that
composing the structural context with recursive
networks as in Dyer et al. (2015) is redundant
for the K&G transition-based architecture. The
authors analyze components of the BiLSTMs to
show which of them (forward v. backward LSTM)
is responsible for capturing subtree information.

RNNs and syntax. Recurrent neural networks,
which BiLSTMs are a variant of, have been re-
peatedly analyzed to understand whether they can
learn syntactic relations. Such analyses differ
in terms of: (1) methodology they employ to
probe what type of knowledge the representa-
tions learned and (2) tasks on which the rep-
resentations are trained on. Shi et al. (2016)
demonstrated that sequence-to-sequence machine-
translation systems capture source-language syn-
tactic relations. Linzen et al. (2016) showed
that when trained on the task of number agree-
ment prediction the representations capture a non-
trivial amount of grammatical structure (although
recursive neural networks are better at this task
than sequential LSTMs (Kuncoro et al., 2018)).
Blevins et al. (2018) found that RNN representa-
tions trained on a variety of NLP tasks (includ-
ing dependency parsing) are able to induce syn-
tactic features (e.g., constituency labels of par-
ent or grandparent) even without explicit supervi-
sion. Finally, Conneau et al. (2018) designed a set
of tasks probing linguistic knowledge of sentence
embedding methods.

Our work contributes to this line of research in
two ways: (1) from the angle of methodology,
we show how to employ derivatives to pinpoint
what syntactic relations the representations learn;
(2) from the perspective of tasks, we demonstrate
how BiLSTM-based dependency parsers take ad-
vantage of structural information encoded in the
representations. In the case of constituency pars-
ing Gaddy et al. (2018) offer such an analysis. The
authors show that their BILSTM-based models im-
plicitly learn the same information which was con-
ventionally provided to non-neural parsers, such
as grammars and lexicons.

7 Discussion and Conclusion

We examined how the application of BiLSTMs in-
fluences the modern transition- and graph-based
parsing architectures. The BiLSTM-based parsers
can compensate for the lack of traditional struc-
tural features. Specifically, the features drawn
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from partial subtrees become redundant because
the parsing models encode them implicitly.

The main advantage of BiLSTMs comes with
their ability to capture not only surface but
also syntactic relations. ~ When the represen-
tations are trained together with a parser they
encode structurally-advanced relations such as
heads, children, or even siblings and grandparents.
This structural information is then passed directly
(through feature vectors) and indirectly (through
BiLSTMs encoding) to MLP and is used for scor-
ing transitions and arcs. Finally, the implicit struc-
tural information is important for the final parsing
decisions: dropping it in ablated models causes
their performance to deteriorate.

The introduction of BiLSTMs into dependency
parsers has an additional interesting consequence.
The classical transition- and graph-based depen-
dency parsers have their strengths and limitations
due to the trade-off between the richness of fea-
ture functions and the inference algorithm (Mc-
Donald and Nivre, 2007). Our transition- and
graph-based architectures use the same word rep-
resentations. We showed that those representa-
tions trained together with the parsers capture syn-
tactic relations in a similar way. Moreover, the
transition-based parser does not incorporate struc-
tural features through the feature set. And the
graph-based parser makes use of far away surface
tokens but also structurally related words. Evi-
dently, the employment of BiLSTM feature ex-
tractors blurs the difference between the two ar-
chitectures. The one clear advantage of the graph-
based parser is that it performs global inference
(but exact search algorithms are already being ap-
plied to projective (Shi et al., 2017) and non-
projective (Gémez-Rodriguez et al., 2018) transi-
tion systems). Therefore, an interesting question
is if integrating those two architectures can still be
beneficial for the parsing accuracy as in Nivre and
McDonald (2008). We leave this question for fu-
ture work.
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A Appendix

Word embedding dimension
POS tag embedding dimension
Hidden units in MLP

BiLSTM layers

BiLSTM dimensions

« for word dropout

Trainer

Non-lin function

100
20
100

2

125
0.25
Adam
tanh

Table 2: Hyperparameters for the parsers.

en-ptb ar en fi gre he ko ru sV zh
TBMIN  0.237 0323 0.207 0.163 0382 0.391 0.740 0.282 0.295 0.398
TBEXT 0.211 0.191 0.176 0323 0472 0454 0456 0408 0.257 0.267
GBMIN 0.146 0.179 0212 0.157 0340 0269 0.300 0.228 0.379 0.408
GBSIBL 0.103 0.186 0.149 0.219 0372 0229 0.163 0.169 0.195 0.441

Table 3: Standard deviation for results in Table 1.
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Figure 7: Dependency precision relative to arc length on development sets.
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