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Abstract

Various Seq2Seq learning models designed
for machine translation were applied for ab-
stractive summarization task recently. Despite
these models provide high ROUGE scores,
they are limited to generate comprehensive
summaries with a high level of abstraction
due to its degenerated attention distribution.
We introduce Diverse Convolutional Seq2Seq
Model(DivCNN Seq2Seq) using Determinan-
tal Point Processes methods(Micro DPPs and
Macro DPPs) to produce attention distribution
considering both quality and diversity. With-
out breaking the end to end architecture, Di-
vCNN Seq2Seq achieves a higher level of
comprehensiveness compared to vanilla mod-
els and strong baselines. All the reproducible
codes and datasets are available online1.

1 Introduction

Given an article, abstractive summarization aims
at generating one or several short sentences that
cover the main idea of original article, which
is a combination of Natural Language Under-
standing(NLU) and Natural Language Genera-
tion(NLG).

Abstractive summarization uses Seq2Seq mod-
els (Sutskever et al., 2014) which consist of an en-
coder, a decoder and attention mechanism (Mnih
et al., 2014). With attention mechanism the de-
coder can choose a weighted context representa-
tion at each generation step so it can focus on
different parts of encoded information. Seq2Seq
with attention achieved remarkable results on ma-
chine translation (Bahdanau et al., 2014) and other
text generation tasks such as abstractive summa-
rizaiton (Rush et al., 2015).

Unlike machine translation that emphasizes at-
tention mechanism as a method of learning word
level alignments between source text and target

1available at https://github.com/thinkwee/DPP CNN Sum
marization

Article: marseille , france the french prosecutor lead-
ing an investigation into the crash of germanwings flight
9525 insisted wednesday that he was not aware of any
video footage from on board the plane . marseille pros-
ecutor brice robin told cnn that so far no videos were
used in the crash investigation ...... of a cell phone video
showing the harrowing final seconds from on board ger-
manwings flight 9525 as it crashed into the french alps .
......paris match and bild reported that the video was re-
covered from a phone at the wreckage site . ...... cnn ’s
frederik pleitgen , pamela boykoff , antonia mortensen ,
sandrine amiel and anna-maja rappard contributed to this
report .
CNN Seq2Seq: french prosecutor UNK robin says he
was not aware of any video .
DivCNN Seq2Seq with Micro DPPs: new french pros-
ecutor leading an investigation into the crash of UNK
wings flight UNK 25 which crashed into french alps . the
video was recovered from a phone at the wreckage site .
DivCNN Seq2Seq with Macro DPPs: french prosecutor
says he was not aware of any video footage from on board
UNK wings flight UNK 25 as it crashed into french alps .

Table 1: Article-summary sample from CNN-DM
dataset. Colored spans are attentive parts. Micro DPPs
model puts wider attention on article than vanilla does
and Macro DPPs puts the widest attention, including
former two models’ attentive parts.

text, attention in summarization should be soft
and diverse. Many works noticed that attention
may be over concentrated for summarization and
hence cause problems like generating duplicate
words or duplicate sentences. Researchers try to
solve these problems by introducing various at-
tention structures, including local attention (Lu-
ong et al., 2015), hierarchical attention (Nallap-
ati et al., 2016), distraction attention (Chen et al.,
2016) and coverage mechanism (See et al., 2017)
etc. But all these works ignore another repeat
problem, as we call it, ”Original Text Repetition”.
We define and explain this problem in section 3.

In this paper we propose a novel Diverse Convo-
lutional Seq2Seq Model(DivCNN Seq2Seq) based
on Micro Determinantal Point Processes(Micro
DPPs) and Macro Determinantal Point Pro-
cesses(Macro DPPs). Our contributions are as fol-
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lows:

• We define and describe the Original Text
Repetition problem in abstractive summa-
rization and identify the cause behind it,
which are degenerated attention distributions.
We have also introduced three article-related
metrics for the Original Text Repetition esti-
mation and applied them in our experiments.

• We suggest a solution to this problem in
the form of introducing DPPs into deep neu-
ral network (DNN) attention adjustment and
propose DivCNN Seq2Seq. In order to adapt
DPPs to large scale computing, we propose
two kinds of methods: Micro DPPs and
Macro DPPs. To the best of our knowledge,
this is the first attempt to adjust attention dis-
tributions considering both quality and diver-
sity.

• We evaluate our models on six open datasets
and show its superiority on improving the
comprehensiveness of generated summaries
without losing much training and inference
speed.

2 Convolutional Seq2Seq Learning

Usually encoder and decoder in Seq2Seq ar-
chitecture are recurrent neural network(RNN)
or its variants like Long Short Term Memory
(LSTM) (Hochreiter and Schmidhuber, 1997) and
Gated Recurrent Unit (GRU) (Chung et al., 2014)
network. Recently, a Seq2Seq architecture based
entirely on convolutional neural networks (CNN
Seq2Seq) (Gehring et al., 2017) was proposed.
It has better hierarchical representation of natu-
ral language and can be computed in parallel. In
this paper we choose CNN Seq2Seq as our base-
line system because it performs better on captur-
ing long-term dependency, which is important for
summarization.

Both encoder and decoder in CNN Seq2Seq
consist of convolutional blocks. Each block con-
tains a one dimensional convolution (Conv1d), a
gated linear unit (GLU) (Dauphin et al., 2017) and
several fully connected layers for dimension trans-
formation. Residual connection (He et al., 2016)
and batch normalization (Ioffe and Szegedy, 2015)
are used in each block. Each block receives an in-
put I of size RB�T�C , where B, T , and C are re-
spectively batch size, length of text and number of

channels (the same as embedding size). Conv1d
pads the sentence first and then generates a ten-
sor [O1; O2] of size RB�T�2C , doubling the chan-
nel. The extra channels are used in a simple non-
linearity gated mechanism:

O1; O2 = Conv1d(I) (1)

GLU([O1; O2]) = O1 ⊗ �(O2) (2)

Multi-step attention (Gehring et al., 2017) are
used in CNN Seq2Seq. Each convolutional block
in decoder has its own attentive context. Followed
on query-key-value definition of attention, queries
Q ∈ RB�Tg�C are different decoder block out-
puts, where Tg stands for summary length; keys
K ∈ RB�Ts�C are encoder last block outputs,
where Ts stands for article length; values are sum
of encoder input embeddings E ∈ RB�Ts�C and
K. Because of the parallel architecture, atten-
tion for all decoder time steps can be calculated at
once. Such architecture can speed up training and
give convenience for our DPPs calculation. Using
the simplest dot product attention, all the calcula-
tions can be done with an efficient batch matrix
multiplication (BMM).

scoreattn = BMM(Q;K) (3)

weightattn = Softmax(scoreattn) (4)

context = BMM(weightattn;K + E) (5)

3 Original Text Repetition

Original Text Repetition(OTR) problem means
that each sentence in generated summaries are rep-
etitions of article sentences. The abstractive sum-
marization hence degenerates to extractive sum-
marization. The ROUGE metric can not detect this
problem since it only measures the n-grams con-
currence between generated summaries and gold
summaries without taking articles into considera-
tion. The word repeat problem (See et al., 2017) or
the lack of abstraction problem (Kryściński et al.,
2018) can be seen as extreme condition or alterna-
tive description of OTR. Behind this phenomenon
is the degenerated attention distribution learned by
model which we define as:

• Narrow Word Attention for each summary
word, the attention distribution narrows to
one word position in article.

• Adjacent Sentence Attention for all words
in each summary sentence, their positions of
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Figure 1: Degenerated attention distribution behind
OTR problem. The generated summary repeats the first
sentence in article. We select the first 16 words of sum-
mary and show their attention over first 50 words of
article.

attention peaks are adjacent or semantically
adjacent, which means that attended article
parts have similar features.

As shown in the Figure 1, sentence attention
degenerates to several adjacent peaks on the re-
peated article positions. Usually each sentence
in gold summaries considers multiple article sen-
tences and induct to one, not simply copying one
article sentence. The gap between generated sum-
maries(copy) and gold summaries(induce) means
that model just learned to find article sentences
that has the maximum similarity to gold sum-
maries not the relation between article facts and
summaries. Degenerated attention mechanism
misleads the model.

4 Diverse Convolutional Seq2Seq Model

To prevent Seq2Seq model from attention degen-
eration, we introduce DPPs as a method of regu-
larization in CNN Seq2Seq and propose DivCNN
Seq2Seq.

4.1 Quality and Diversity Decomposition of
Determinantal Point Processes

DPPs have been widely used in recommender sys-
tems, information retrieval and extractive summa-
rization systems. It can generate subsets with
both high quality and high diversity (Kulesza and
Taskar, 2011).

Given a discrete, finite point process P and a
ground set D, if for every A ∈ D and a random
subset Y drawn according to P, there is:

P (A ∈ Y ) = det(KA) (6)

where K is a real symmetric matrix that indexed
by the elements of D, then P is a determinan-
tal point process and K is the marginal kernel

of DPPs. Marginal kernel merely gives marginal
probability of one certain item to be selected in
one particular sampling process, hence we use L-
ensemble (Kulesza and Taskar, 2011) to model
atomic probabilities for every possible instantia-
tion of Y:

K = L(L+ I)�1 = I − (L+ I)�1 (7)

PL(Y = Y ) ∝ det(LY ) (8)

PL(Y = Y ) =
det(LY )

det(L+ I)
(9)

L-ensemble is also one kind of DPPs and can
be constructed directly using the quality(q) and
similarity(sim) of point set:

Li;j = q(i) ∗ sim(i; j) ∗ q(j) (10)

Equation 9 is a probability that subset Y being
chosen, which is actually a quantitative indica-
tor for the score of the subset considering both
its quality and diversity(QD-score). Summariza-
tion follows the same principle: a good summary
should consider both information significance and
redundancy. In extractive summarization set of
sentences with high score (quality) and diversity
is chosen to a summary, using DPPs sampling al-
gorithm (Li et al., 2017).

In Figure 2 we show the difference between
quality-only sampling and DPPs sampling. We
first generate a simulated attention distribution for
testing. Then we use word position distance as
similarity measure and attention as quality to con-
struct the L matrix(L-ensemble) for DPPs. Point
subset is sampled based on quality (green) or
DPPs (blue), then a gaussian mixture distribution
was generated around these points to soften and
reweight the attention. Both samplings approxi-
mate the distribution of original attention distribu-
tion (orange), but DPPs approximate it better and
have more scattering peaks. Sampling only con-
sidering attention weight (quality) generates less
peaks, which means many adjacent points with
low diversity are sampled.

In actual experiments we choose attention
weight as quality. The model learns attention dis-
tribution to score different parts of article and ob-
viously higher attention means higher quality. In
original CNN Seq2Seq the sum of encoder out-
put and encoder input embeddings are encoded
feature vectors. We follow this setting and use
the feature vectors to calculate cosine similarity.
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Figure 2: Comparison of different reweighting methods
on a simulated distribution. DPPs sampling reweight-
ing approximates original distribution better since it
catches the high attention area around position 160. It
also samples less adjacent points around position 110.

Figure 3: Construction ofL matrix

Speci�cally, the encoder output are tree-like se-
mantic features extracted by CNN encoder while
the encoder input embedding provides point infor-
mation about a speci�c input element before en-
coding (Gehring et al., 2017). Hence feature vec-
tors contain both highly abstract semantic features
and speci�c grammatical features when calculat-
ing diversity. Compared to extractive summariza-
tion, DPPs in abstractive summarization use status
of DNN as quality and diversity which can be op-
timized dynamically during training.

The computation ofL matrix is shown in Figure
3. For each sample in a batch(128 in our experi-
ments), the encoder input embeddingsE 2 RTs � C

multiply its transpose to produce similarity matrix
S 2 RTs � Ts . The weight vectors of Multi-step
Attention average over decoder layers and sum-

mary length, then do the same operation to gen-
erate quality matrixQ 2 RTs � Ts . Then we use the
hadamard product ofQ andS asL 2 RTs � Ts .

4.2 Macro DPPs

Figure 4: Conditional sampling in Macro DPPs

The idea of Macro DPPs is to pick subsets under
some restriction and evaluate QD-score of subset
using equation 9. The ideal attention distribution
should have subsets with high QD-score.

We do not use DPPs sampling since the purpose
of Macro DPPs is to evaluate subsets not to sam-
ple subsets with high QD-score. The attention dis-
tribute over the ground set so we introduce con-
ditional sampling to sample a subset that has high
quality or high diversity, then improve the other
metric as follows:

� Improve Diversity in High Quality Subset
Select points with high attention weight to
construct subset and require no gradient for
quality matrix, just optimize diversity.

� Improve Quality in High Diversity Sub-
setSampling point subset with high diversity
is hard to realize, so we just make equidis-
tant(equidistant on word positions) sampling
to approximate it. Contrary to the previous
method, we require no gradient for similarity
matrix and just optimize quality.

We randomly choose one condition in each
batch. After the point subset was chosen, the sub-
matrix L Y can be built by selecting elements in
L indexed by point subset. Then we calculate the
QD-score of the submatrix and add it into model
loss as a regularization. We calculate the logarith-
mic summation of eigenvalues to prevent numeri-
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