










ticipants different roles: a director and a follower, where
the follower walks around the real town to find the pub-
lic art following the director’s instructions via Skype. In
these asymmetric tasks, the number of participant’s utter-
ances is often unbalanced due to their different roles. The
followers tend to speak less, and their utterances tend to be
shorter than the givers (Anderson et al., 1991; Tokunaga et
al., 2010).
In the symmetric task where the participants are not as-
signed a specific role a priori, i.e. they are equal partners,
the imbalance of the utterance numbers between partici-
pants is less likely to occur than in the asymmetric task. For
instance, He et al. (2017) conducted the Mutual-Friends
task, where two participants are given a different list of
“friends” and have to find a common term of the list through
dialogue. Though the given lists are different, the partici-
pants communicate with each other without any informa-
tion skew and the difference in their role.

Figure 4: The pair of maps of Mansion Task

Figure 5: Screenshot of Mansion Task

Our Mansion Task is a symmetric task based on Map Task.
Like Map Task, the players in this game have different maps
that cannot be seen from the partner. The Mansion Task
map shows the room layout in a mansion, as shown in Fig-
ure 4. The maps also indicate names of the rooms (in black)
and objects in the rooms (in blue). The indicated informa-
tion has no discrepancy between the maps, but some infor-
mation is missing from one of the maps. Therefore, two

players need to communicate with each other to recover the
full information of the mansion. The goal of the task is
reaching the specified place that is indicated in both maps.
As no route is explicitly indicated in the maps, the play-
ers need to find a route leading to the goal place through
communicating each other and moving together in the vir-
tual space of the mansion. On the route towards the goal
there are several obstacles, such as locked doors. To open
the door, they might need to find a key in a treasure box
in elsewhere. The players are required to achieve those
sub-goals to achieve the primary goal. We implemented
Mansion Task on the proposed platform. Figure 5 shows a
screenshot of the player’s view of Mansion Task.
On top of our proposed platform, we implemented a scoring
system of the task, ScoreMod, to enhance the player’s moti-
vation. When both players annotate an utterance, they earn
points based on the result of the annotation. They get points
no matter what label they choose, but if both players select
the same label for the utterance, they earn five times more
points. This means that we reward bonus points when the
hearer correctly interprets and annotates the speaker’s dia-
logue act. We expect this scoring mechanism motivates the
players to annotate seriously. Our task world template for
Mansion Task does not include ScoreMod, which needs to
be implemented separately. As we discussed in Section 4.,
implementing mods is not so difficult. As a further exten-
sion, we are constructing a ranking system where players
can compare their score against others, to arouse players’
competitive motivation.

7. Experiments
To evaluate the platform, we conducted two small experi-
ments: one in-house and one external.

7.1. In-house Test
Setting
We tested the prototype of the platform with eight partic-
ipants (four pairs) in-house. They are graduate and un-
dergraduate students from the same research group of the
authors; their major is computer science and artificial in-
telligence. Their mother tongue is Japanese and all dia-
logue were in Japanese. In addition to checking whether the
implemented functions work well, we aimed at evaluating
the effectiveness of gamification by comparing the gami-
fied and ungamified version of the same task. Among four
pairs, two pairs performed the gamified version of Man-
sion Task that is described in Section 6 , and the other two
pairs performed a plain (ungamified) Mansion Task. In the
plain version, the players have paper-printed maps, and they
draw the resultant route on the map. We used the same chat
tool as the gamified version, but with an empty black world
where the players see nothing, i.e. they are not-situated.
The plain version does not equipped the scoring system ei-
ther. We recorded the time spent to solve the task, the num-
ber of utterances and the match rate of the players’ annota-
tions.

Result
Table 2 outlines the collected dialogues. The experiment
size is too small to conduct a precise quantitative evalu-
ation. From the viewpoint of dialogue collection, there
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Pair Time spent # of utterances Annotation match rate
Breakdown of annotations

Matched Unmatched Null

G1 24m53s 44 0.886 39 2 3
G2 59m22s 83 0.747 62 20 1
P1 37m07s 62 0.694 43 15 4
P2 26m53s 26 0.577 15 6 5

Table 2: The result of in-house pilot test (G1 and G2: gamified version, P1 and P2: plain version,
“Null” means the case where the hearer selected no label.)

is no significant difference in dialogue time and utterance
numbers between the gamified and plain versions. How-
ever, the utterance contents are different between them.
The utterances in the plain version contain many macro-
perspective explanations of the situation, e.g. “The black
key is in the treasure box in the room at the end that you
can reach by turning to the left from the entrance.”. In con-
trast, the utterances in the gamified version contain more
micro-perspective and situated explanations such as “The
black key means the one behind the flower we saw earlier,
right?”. This difference is possibly caused by the situated
environment created by the game.
Concerning the annotation quality, the gamified version
shows the higher annotation match rate and less null an-
notation, i.e. no annotation by the hearer. Although the
result is not decisive due to the small size of samples, this
implies the effectiveness of the gamification to motivate the
players. In the gamified platform, a score is given to a pair
each time two players annotate the utterances to motivate
them as described in Section 6 . Since the given score be-
comes higher if the pair choose the same label to the same
utterance, it suggests that the gamified system affected the
players to annotate seriously and resulted in higher annota-
tion match rate.

7.2. External Test
Setting
We also conducted a small experiment on ten external play-
ers (five pairs) to test the platform and considered the fea-
sibility of self-annotation. They are all NLP researchers
including students, who are not necessarily familiar with
the dialogue field. They volunteered for our call for partic-
ipation. The players performed the gamified Mansion Task
with our platform, where we collected the dialogue logs
and the annotations by the players. Besides, two annotators
who have experience of dialogue act tagging annotated the
collected dialogues. This means that each utterance was an-
notated by four different annotators: two players (speaker
and hearer) of the dialogue and two experienced annotators.

Result
Table 3 show the stats of the collected dialogues. The table
shows no significant difference from that of the in-house
experiment (Table 2). Among five dialogues, Dialogue 3
seems be an outlier in terms of its short dialogue time, a low
annotation match rate and many Null annotations. The Di-
alogue 3 pair stopped the game halfway through and failed
to achieve the goal.

Table 4 shows pair-wise Cohen’s kappa (Cohen, 1960) be-
tween annotators, indicating that the agreement between
the experienced annotators is relatively high compared with
the agreement of the player-involved pairs. Each player
plays two different roles in the dialogue: a speaker and
a hearer. As the speaker chooses their dialogue act when
making an utterance, we assume this label must be correct.
Therefore we calculate the annotation accuracy by consid-
ering the speaker’s label is gold. Table 5 shows the anno-
tation accuracy indicating that the accuracy of experienced
annotators is not so high. This means that even though the
experienced annotator agreed on a decision, the agreed de-
cision is not always correct with respect to the speaker’s
intention.
This result suggests that there might be difficult cases for
the third-party annotators to understand the speaker’s in-
tention correctly, even though they have experience of dia-
logue act tagging. For instance, the two players annotated
an utterance “There seems to be a blue-locked treasure box
in the room named student room.” with the REQUEST tag,
but both annotators did with the CONVEY tag. The speaker
made this utterance to propose their partner to go to the
student room, and the hearer recognised their intention cor-
rectly, but both experienced annotators interpreted it as just
conveying the information. The contextual information like
a situation and atmosphere is necessary to understand the
intention of the utterance correctly, but it is difficult for the
third-party annotators to capture such information.
Table 6 shows the comparison of the selected labels for each
utterance by the players and the experienced annotators in
five dialogues. Since there are two players and two expe-
rienced annotators in each dialogue, four combinations of
pair exists per dialogue and results of all pairs are shown
in this table. The table indicates large proportion of an-
notation disagreement between the annotators involves the
CONvey tag. In particular, confusing the CONvey and RE-
Quest tags is prominent. As in the previous example, it may
be difficult to tell these tags apart with limited information
in utterances. This suggests that the hearer in this particular
example has succeeded to recognise the speaker’s purpose
because of the shared situation on the platform.
However, the overall accuracy of the players looks lower
than that of the experienced annotators in Table 5. Further
investigation revealed that two hearers gave up a significant
number of annotation during the dialogue, i.e. 21 out of 22
(95%) utterances and 16 out of 39 (41%) utterances. Note
that annotating utterances is not obligatory for hearers. Fur-
thermore, one of these players tends to give up the anno-
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Dialogue Time spent # of utterances Annotation match rate
Breakdown of annotations

Matched Unmatched Null

1 32m26s 90 0.800 72 17 1
2 41m07s 132 0.697 92 38 2
3 21m35s 51 0.353 18 8 25
4 28m14s 69 0.565 39 12 18
5 32m40s 44 0.750 33 9 2

Table 3: The result of external preliminary test (“Null” means the case where the hearer selected no label.)

Dialogue P1 P2 A1

1 P2 0.752
A1 0.725 0.697
A2 0.767 0.683 0.889

2 P2 0.530
A1 0.627 0.677
A2 0.627 0.579 0.668

3 P2 0.140
A1 0.159 0.468
A2 0.175 0.552 0.764

4 P2 0.318
A1 0.362 0.512
A2 0.363 0.491 0.901

5 P2 0.595
A1 0.574 0.710
A2 0.574 0.645 0.908

Table 4: Cohen’s kappa between annotators
(P1 and P2: players, A1 and A2: experienced annotators)

Dialogue H A1 A2

1 0.800 0.756 0.789
2 0.697 0.750 0.750
3 0.353 0.588 0.627
4 0.565 0.667 0.667
5 0.750 0.773 0.773

Table 5: Annotation accuracy
(H: hearer, A1 and A2: experienced annotators)

tation in the latter part of the dialogue. They might have
focused on achieving the primary task goal, i.e. reaching
the goal place, and have had less interest in the annotation.
We need to refine the scoring mechanism and introduce a
ranking system to keep the players motivated to annotate
utterances.
Table 5 counts unannotated utterances as incorrect cases.
We considered only utterances annotated by all four anno-
tators and broke down the table into player-basis tables (Ta-
ble 7). The boldface value indicates the best accuracy in the
row. The tables suggest the diversity of individual player
quality in terms of dialogue act annotation. Also, we find
that the hearer performed the annotation slightly better than
the experienced annotator.

8. Conclusion
In this paper, we proposed a platform for situated task-
oriented dialogue data collection using gamification. Con-
structing a large corpus of human dialogues is challenging
due to the difficulties in collecting participants and in pair-
ing them. We tackled these problems by using gamifica-
tion. We constructed a dialogue data collection platform
based on Minecraft, which facilitates the implementation
of a versatile gaming environment. As Minecraft does not
have a game goal by itself, we can design various situated
tasks on the platform.
Also, we proposed self-annotation, a novel annotation
method for the dialogue data that requires the players to
annotate their utterance. We assume that the speaker can
annotate their utterance correctly in principle, while their
partner or third-party annotators might not as they have to
“guess” the speaker’s intention. They might misinterpret
the speaker’s utterance. Since annotating while chatting is
a resource-intensive task, we introduce gamification again
to reduce the cognitive load of the player and motivate them
to do annotate seriously.
We evaluated our proposed platform through small scale
experiments. We designed a routing task named “Mansion
Task” which is similar to Map Task. Through this game,
we collected dialogue data and analysed it. The results in-
dicated that the annotation quality of players is comparable
to the experienced annotators. This is due to the fact that
the players can refers to the contextual situation during the
course of the dialogue, while the off-line third-party anno-
tators can not.
As we have already described, our future work includes the
following research items.

• Implementation of customisable annotation tool

• Ranking system for visualising players’ results

• Large scale evaluation in the real world

After further refinement, we plan to publish the platform
software to the public.
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Experienced Annotators
QUE REQ GRE YES NO CON EXC COR No label

Pl
ay

er
s

QUE 215 13 0 0 0 19 10 0 0
REQ 17 167 2 1 0 109 2 0 0
GRE 1 1 103 15 0 20 11 0 0
YES 2 7 24 205 0 45 13 0 0
NO 0 0 0 0 11 7 0 0 0
CON 36 137 20 26 5 1001 40 6 0
EXC 10 7 17 13 0 42 171 0 0
COR 0 0 0 0 0 1 0 6 0
No label 16 15 16 8 0 62 27 0 0

Table 6: Comparison of selected labels in each pair of the player and the experienced annotator in five dialogues combined
(The first three letters for the dialogue acts, and “No label” for utterance the annotator did not select any dialogue act)

Dialogue H=P1 A1 A2

1 0.870 0.804 0.826
2 0.792 0.849 0.792
3 0.000 0.000 0.000
4 0.696 0.609 0.609
5 0.750 0.813 0.813
Dialogue H=P2 A1 A2

1 0.744 0.721 0.767
2 0.649 0.688 0.714
3 0.720 0.520 0.600
4 0.821 0.679 0.643
5 0.808 0.731 0.731

Table 7: Broken-down annotation accuracy
(H: hearer, A1 and A2: experienced annotators)
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